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Abstract We present a survey design that generalizes static conjoint experiments to
elicit inter-temporal adoption decisions for durable goods. We show that consumers’
utility and discount functions in a dynamic discrete choice model are jointly iden-
tified using data generated by this specific design. In contrast, based on revealed
preference data, the utility and discount functions are generally not jointly identi-
fied even if consumers’ expectations are known. The separation of current-period
preferences from discounting is necessary to forecast the diffusion of a durable
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good under alternative marketing strategies. We illustrate the approach using two
surveys eliciting Blu-ray player adoption decisions. Both model-free evidence and
the estimates based on a dynamic discrete choice model indicate that consumers make
forward-looking adoption decisions. In both surveys the average discount rate is 43
percent, corresponding to a substantially higher degree of impatience than the rate
implied by aggregate asset returns. The estimates also reveal a large degree of hetero-
geneity in the discount rates across consumers, but only little evidence for hyperbolic
discounting.

Keywords Conjoint analysis - Diffusion models - Durable goods adoption -
Dynamic discrete choice models - Identification of discount factors

JEL Classifications C14 - D9 - D12 - M31

1 Introduction

Predicting the adoption of a durable good is one of the most important tasks of mar-
keting research. Modeling such adoption decisions is difficult because of the inherent
inter-temporal tradeoff between buying now or buying at some future date. This
tradeoff arises, for example, because durable goods often become cheaper over time
or because the availability of complementary goods increases. Because of this inter-
temporal tradeoff, consumers’ adoption decisions depend not only on their static
preferences among alternative products, but also on the extent to which they dis-
count future utility flows and on their subjective expectations about future market
conditions. In this sense, adopting a durable good is a dynamic decision problem.

The new product diffusion literature, a key contribution to marketing that origi-
nated with the seminal work of Bass (1969), directly addresses the question of when
consumers will adopt a new product and attempts to predict the dynamic adoption
path. New product diffusion models typically fit the historical sales evolution of a
new product well. Diffusion models have also been successfully applied to help a
firm predict new product sales over time (Bass et al. 2001). However, traditional
diffusion models are not based on a model of consumer choice that allows for the
inherent tradeoff between buying now or in future that we described above. Hence,
an analysis of how individual preferences, discount factors, and expectations affect
the adoption of a new product is not directly possible. This conceptual limitation also
limits the applicability of diffusion models to some important marketing tasks. For
example, firms need to decide on the initial price level when a product is launched
and the subsequent schedule of price changes over time. Without a model that cap-
tures both consumers’ product preferences and the degree to which they are willing
to trade off buying today for buying tomorrow, an evaluation of how different pricing
strategies affect the adoption path is generally not possible.

In contrast, a more recent micro-founded diffusion literature, beginning with the
work of Horsky (1990), has recognized the necessity of predicting the aggregate
sales evolution from individual consumer decisions. During the last decade, this lit-
erature has adopted the dynamic discrete choice approach of Miller (1984), Pakes
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(1986) and particularly Rust (1987) to model and estimate durable goods demand
(e.g. Melnikov 2013; Song and Chintagunta 2003; Nair 2007 and Gowrisankaran and
Rysman 2012). Dynamic discrete choice models allow for inter-temporal tradeoffs
and clearly lay out how discounting and expectations affect consumers’ decision
making. Hence, these models are conceptually attractive and are now widely used
in marketing and economics (see the discussions in Bronnenberg et al. 2008 and
Arcidiacono and Ellickson 2011).

A weakness of dynamic discrete choice models is that they suffer from a fun-
damental identification problem if estimated from revealed preference data. Using
data on discrete choices only, consumers’ utility functions, discount factors, and
subjective beliefs about future market conditions are not jointly identified (Magnac
and Thesmar 2002). Hence, with few exceptions, researchers using field data on
consumer choices assume a value for the discount factor, typically to reflect some
aggregate asset return, and assume that consumers have rational (self-fulfilling)
expectations'. We consider this approach unsatisfactory and expect that these
assumptions are likely to be wrong in many empirical contexts. Numerous studies
in psychology and behavioral economics have shown that the rate at which con-
sumers discount the future can vary tremendously across individuals and can differ
substantially from the economy-wide asset returns (Frederick et al. 2002). Also, to
our knowledge it is unknown if consumers are able to form mutually-consistent, self-
fulfilling beliefs about future market outcomes such as prices in new durable goods
markets.

In this paper we propose a new approach that retains the attractive structure of
dynamic discrete choice models but allows us to infer consumers’ discount functions
and utility functions jointly. Our approach is based on stated choice data and, thus, is
similar to conjoint analysis. Conjoint analysis, another key marketing methodology
originating with Green and Rao (1971), has often been applied to durable goods pur-
chases (see Green and Srinivasan 1990; Green et al. 2001 and Huber 1997) for recent
surveys). Even though the inter-temporal aspect of durable goods adoption decisions
is well-understood in marketing, it has largely been ignored in the conjoint literature.
The past conjoint literature has assumed that consumers are myopic. This assump-
tion, if wrong, can lead to severe bias in the preference estimates since non-purchase
is entirely ascribed to preferences rather than to beliefs about more favorable future
market conditions.

Our approach extends the conjoint literature to account for inter-temporal deci-
sion making by forward-looking consumers. Our proposed experimental design
elicits product adoption choices conditional on expert predictions of future mar-
ket conditions (states) that are relevant for the consumer’s decision. We assume
that subjects treat the expert predictions as deterministic and, therefore, make adop-
tion decisions with perfect foresight. We prove that data sampled from this design
non-parametrically identify consumers’ discount factors and, more generally, dis-
count functions. The underlying intuition for our approach is that we observe how

"Two exceptions are Chung et al. (2014) and Yao et al. (2012) who have tried to devise approaches to
estimate discount factors using field data.
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a change in the market conditions, such as a price cut, impacts consumer choices at
different points in time. The difference in the reaction to such changes at different
dates identifies how future utilities are discounted. By providing the subjects with a
deterministic forecast of future market conditions, we implicitly control for their sub-
jective expectations when estimating preferences and discount functions. However,
we do not attempt to estimate how the subjects form expectations about the future,
which is a topic beyond the scope of this paper. A similar survey-based approach to
estimating discount factors has recently been proposed in Viscusi et al. (2008) to esti-
mate the subjects’ time preferences for environmental quality. Our papers differ both
in the substantive application and in many details of the survey design. In particular,
two key contributions of this paper over Viscusi et al. (2008) are the formal discussion
of the fundamental identification problem in dynamic discrete choice models and the
proof of non-parametric identification of discount factors (discount functions) from
stated choice data obtained from a specific survey design.

The ability to identify discount factors is a key conceptual advantage over tra-
ditional approaches to estimating dynamic discrete choice models using revealed
preference data. Our approach also has an important practical advantage for the pur-
pose of forecasting the diffusion of a new product. Similar to conjoint analysis, the
approach can be implemented before sales data from a new product are available.

To illustrate the applicability of our survey design we conduct two studies using
subjects from a panel maintained by a large U.S. marketing research company.
The survey elicits dynamic adoption choices of Blu-ray players under different
predictions of future product prices and availability of Blu-ray movies.

A model-free analysis of the raw data provides direct evidence that the sub-
jects systematically change their adoption timing in response to price changes
across choice tasks. These changes occur in a manner that is largely consistent
with forward-looking behavior. In particular, the subjects delay the adoption of a
Blu-ray player if prices decrease in the more distant future, and accelerate the adop-
tion if prices decrease closer to the present period. However, some of the stated
choices cannot be easily rationalized, possibly reflecting mistakes made by the survey
respondents.

We then separately estimate discount factors and utility functions based on a
dynamic discrete choice product adoption model. We obtain three key results. First,
the data provide strong evidence for forward-looking behavior. The general dynamic
adoption model fits the data better than two alternative models where the sub-
jects are either myopic or do not perceive a trade-off between current and future
adoption choices. Second, the population average of the discount factor is 0.7,
corresponding to an annual interest rate of 43 percent. In contrast, researchers
estimating adoption decisions from field data typically assume much larger dis-
count factors corresponding to market interest rates. Third, we detect substantial
heterogeneity in discounting across subjects, in contrast to the standard assump-
tion of homogenous discount factors in the empirical dynamic discrete choice
literature.

We also fail to detect strong support for hyperbolic discounting. This finding is
consistent with Chevalier and Goolsbee (2005) who also estimate discount factors for
a durable good (textbooks). Hence, to the best of our knowledge, empirical evidence
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for hyperbolic discounting has not been documented for durable goods adoption
decisions.

The remainder of the document is organized as follows. In Section 2, we discuss
the identification problems inherent to the estimation of dynamic discrete choice
models using field data. In Section 3 we propose a survey-based sampling mechanism
that allows us to jointly identify discount functions and utilities. Section 4 describes
the two conjoint surveys. In Section 5, we provide model-free evidence for forward-
looking behavior in the stated choice data. In Section 6 we discuss our estimation
approach and the key results on discounting.

2 Dynamic discrete choice adoption models

Dynamic discrete choice models (e.g. Rust 1987) have been widely employed in
the recent literature on durable goods demand estimation to predict adoption deci-
sions. We first provide a general overview of dynamic discrete choice models and
then discuss the topic of identification of the model primitives from field data. We
highlight some key identification challenges that have been previously recognized in
the econometrics literature (e.g. Rust 1994; Bajari et al. 2009 and Abbring 2010).
These challenges are less well known in the applied empirical literature and amongst
practitioners. For this reason, we provide a formal discussion of the model and its
identification below. In Section 3 we propose a practical solution to some of the
identification problems.

2.1 General structure of dynamic discrete choice models

We present dynamic discrete choice models in a general form as in Rust (1987),
but interpret many model elements in the context of durable goods adoption deci-
sions. The model predicts the decisions of a consumer who decides to adopt one of
J products in period t = 0, 1, ... The consumer’s choice is denoted by j € A =
{0, ..., J}, where j = O (the reference alternative) is the decision to postpone adop-
tion until some future period. In each period the consumer observes a state vector,
x; € X, which may include the prices of all products, the availability of comple-
mentary goods, or whether a consumer has already made an adoption decision in the
past. The consumer also observes a latent utility component, €, for each possible
choice. The flow utility from choice j in period ¢ is given by u  (x;) + € ;. The latent
utility components, € j;, are i.i.d. with pdf p(e), where € = (e, ..., €). Following
the convention in the literature, we normalize the utility from the reference alterna-
tive, j = 0, such that ug(x;) = 0.2 The consumer believes that the state x; evolves
according to a Markov process with transition density p(x;41|x;, j).

2This is a standard normalization in the study of durable goods adoption. However, in applications where
one might plausibly expect the outside good utility to depend on state variables, this normalization could
bias counterfactuals. See, for instance, Aguirregabiria and Suzuki (2012) for a discussion of counterfactual
biases due to the normalization of a firm’s scrap value to zero in the analysis of dynamic entry and exit
games.
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The consumer’s objective consists of making adoption decisions over
time (j(0), j(1),...) to maximize the expected present value of her utility
E (Z 208" (ujy(xe) + ej(t))). 8 € [0,1) is the consumer’s discount factor. The
adoption decisions, j (), are functions of the current state and the latent utility com-
ponents. Under optimal behavior, the value of choosing action j, net of the random
utility component, €, is given by the choice-specific value function of j,

v () = () + 8 / max(u () + e pOp( i, pdedy’. ()

For example, if j = 0 this equation states that the value of delaying adoption is given
by the current flow utility, ug(x;) = 0, and the expected present value of making
an optimal adoption choice tomorrow given knowledge of the realizations of x;1
and €;. Choice-specific value functions satisfying Eq. 1 exist under mild regularity
conditions and are unique.

The model predicts that, under dynamically optimal behavior, the consumer
chooses action j, given x; and ¢, if and only if v;(x;) + €;; > vp(x;) + €, for all
k # j.In the econometric analysis of dynamic discrete choice models we assume
that the researcher observes some or all components of the state vector x,. However,
the latent utility components € j; are not observed to the researcher and serve as the
econometric error term to reconcile the model predictions with the data. We define
the probability of decision j, given the state x;, as

oj(xr) =Pr{vj(x) +€ji = ve(xr) + €, Vk # j} )

0;j(x;) is called the conditional choice probability (CCP) of j. If €;, has the Type
I Extreme Value distribution, the conditional choice probabilities are given by the
multinomial logit formula

exp(v;(x;))

() = .
GO = 5T exp(u)

The predictions of dynamic discrete choice models are similar to static discrete
choice models, with the choice-specific value functions taking the place of the
utility functions in a static choice model. However, static and dynamic discrete
choice models differ fundamentally in the extent to which the model primitives are
identified.

2.2 Structural and reduced form of the dynamic discrete choice model

To discuss identification we assume that we can observe the CCPs o(x) =
(09(x), ..., 05(x)) without error for all states x € X. This assumption embod-
ies an idealized situation where we have access to an arbitrarily large data set that
was generated by the dynamic discrete choice model. We do not attempt to infer
the distribution of the latent utility terms, p (¢), from the data, but assume that
this distribution is known. Our focus is on identification of all other model prim-
itives, including the utility functions for each choice, the discount factor, and the
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state transition densities. These primitives constitute the structural form of the model,
S =(uj(x),8, px'lx, j).?

We also assume that the distribution of € has a density p(e) with respect to the
Lebesgue measure and support equal to R’ 1. This assumption is satisfied by all
commonly employed distributions in empirical work, including the Type I Extreme
Value and multivariate normal distributions.

Note that the CCPs defined in Eq. 2 are functions of the choice-specific value func-
tion differences v;(x) — vo(x) only. Based on some key results in Hotz and Miller
(1993) and Norets and Takahashi (2013), the mapping (2) has an inverse function
which allows us to infer the choice-specific value functions differences directly from
the observed CCPs for all x € X. We call R = (vj(x) — vo(x)) the reduced form
of the model. If the CCPs are observed without error, as we assume, and if the dis-
tribution of the latent utility terms is known, then the reduced form of the model R
is non-parametrically identified. In a static discrete choice model, knowledge of R
allows a firm to predict the effect of a marketing action, such as a price change, on
consumer demand. In contrast, in a dynamic discrete choice model, most marketing
actions of interest cannot be evaluated based only on knowledge of the reduced form
R . For example, a firm may systematically change the dynamic pricing policy for a
durable good. If consumers anticipate this shift in the pricing strategy, their beliefs
about future prices, captured by the transition density p(x’|x, j), will change. Since
the choice-specific value functions depend on the transition density, the new pricing
strategy will also change the reduced form of the model. Thus, demand predictions
based on past data will not correctly reflect the change in consumer demand caused
by the change in the pricing policy. Instead, the firm needs to know the structural
form of the model, S, to predict accurately the effect of the new pricing policy on
demand.

2.3 (Non) identification of dynamic discrete choice models

The following proposition contains the standard identification result (Bajari et al.
2009; Magnac and Thesmar 2002; Pesendorfer and Schmidt-Dengler 2008).

Proposition 1 Let the distribution of the random utility components, p(€), the dis-
count factor, §, and the consumer’s beliefs about the evolution of the state vector,
p(X'|x, j), be given. Suppose we observe the CCPs, ¢j(x), for all states x € X and
all choices j € A. Then:

(i) We can infer the unique choice-specific value functions, v(x), consistent with
the dynamic discrete choice model.
(ii) The utilities, u j(x), are identified for all states x € X and all choices j € A.
The proof of this proposition is available in Appendix A. The proposition says

that if we are willing to treat p(¢), §, and p(x’|x, j) as known, the consumer’s utility

3The notation u j (x) refers to the function u : A x R — R, and similarly for p(x’|x, j).
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function is non-parametrically identified. In general, however, different assumptions
on § and p(x’|x, j) generate different choice-specific value functions and utilities
that entirely rationalize the observed CCPs. Hence, without further assumptions, the
structural form of the dynamic discrete choice model, S = (u(x), 8, p(x'|x, j)), is
not identified in a non-parametric sense.

2.4 Assumptions to achieve identification

To overcome the identification problem, the dynamic discrete choice literature has
typically made two assumptions. The first assumption is rational expectations. Under
rational expectations, the consumer’s subjective beliefs, p(x’|x, j), coincide with
the actual evolution of the state vector. Thus, if x is observed, p(x’|x, j) can be
inferred directly from the data. However, as we showed above, even if p(x'|x, j) is
known, the utility functions and the discount factor are not jointly identified. The
extant literature typically also assumes that the discount factor is known, or rather
that it can be calibrated to reflect some economy-wide interest rate or asset return,
r. For example, based on the consumption CAPM (see for instance the discussion in
Cochrane 2001), the risk-free rate r satisfies the following relationship:

() = 88 [(1+ /()]

Here, u’(c) is the marginal utility of consumption. For example, at the time of
writing,* the yield on 3-month U.S. Treasury bills, an essentially risk-free security,
is 0.08 percent at an annualized rate. If consumers expect no change in consumption
over the next three months such that u’(¢;) = E;[u’(c;1)], the corresponding annual
discount factor would be 8 = | 1005 = 0.9992.

Both assumptions, for the discount factor and for beliefs, are problematic. First,
countless studies in psychology and behavioral economics cast doubt on the assump-
tion of a uniform discount factor that corresponds to some economy-wide asset return
(Frederick et al. 2002). Second, there is no solid body of empirical research that jus-
tifies the rational expectations assumption. A priori, particularly in the case of a new
product adoption where consumers have little or no prior experience with the cate-
gory and little or no access to past data, it is doubtful that consumers would know the
exact process by which prices and other components of the state variable x; evolve.

The problem is particularly severe if the main purpose of the empirical analysis
is to make predictions about future product adoptions. Incorrect assumptions about
the discount factor and/or beliefs will generate incorrect inferences about the struc-
tural form of the model. However, as we highlighted above, an accurate prediction
of future demand requires knowledge of the true structural form. In the next section
we will present an approach based on stated choice data that allows us to identify
jointly the consumer’s utility functions and the discount factor. Our approach skirts
the problem of belief estimation, which we leave for future research.

As a final comment, the assumption that p(e) is known is standard in the
applied discrete choice literature and, in our view, substantially less severe than the

4September 5,2013
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assumptions on the discount factor and beliefs. The inversion theorem above shows
that, even for static discrete choice models (§ = 0), the utility functions and the latent
utility term distribution are not jointly identified without additional restrictions on
either u j (x) or p(e).

3 Identification of discount functions using stated choice data

As discussed in the preceding section, discount factors are generally not identified
from revealed choice data. We now introduce an approach based on stated choice
data that overcomes this identification problem. The approach allows us to iden-
tify discount factors non-parametrically and, more generally, discount functions p(#)
that allow future utilities to be discounted at some arbitrary rate p(¢) € [0, 1]. The
approach is based on a sampling mechanism that can be implemented using a sur-
vey design that is similar, although slightly more involved, than a typical conjoint
design. We provide the subjects with forecasts of future prices and other states, and
we assume that the subjects observe the latent utility terms for future choices. The
subjects then have perfect foresight over all future states and we can analyze the
resulting choice data using a multinomial discrete choice model. Based on the data
generated by this sampling mechanism the discount functions and utilities are iden-
tified. At the end of this section we discuss two alternative approaches have been
proposed to achieve identification of discount factors, one based on an appropriate
exclusion restriction and another where consumers are observed in both static and
dynamic choice situations. Our method is distinct from these approaches.

3.1 Sampling mechanism and model structure

We present each subject with a sequence of choice tasks. In each choice task we
provide the subject with information about the current and future states over the time
horizont =0, 1, ..., T, where r = 0 is the present period. This information is given
by x = (xp,...,x7) € X = x/_ X

We instruct the subjects to take the sequence of states x as given such that they do
not face uncertainty over the future states up to and including period 7. The subjects
state that they will either adopt one of the J products in some period t+ < T, or that
they will not adopt a product before period 7 + 1. Delaying the adoption decision
until period T + 1 or beyond includes the possibility of adopting at time ¢ > T or
never adopting at all. We label the decision not to adopt before period 7 + 1 as 0, and
the decision to adopt product j in period ¢ as (j, ).

We allow for a general discount function p (), with p(0) = 1 but p(¢) arbitrary for
any ¢t > 0. Geometric discounting is a special case of this formulation with p(¢) =
8'. Hyperbolic discounting with (8, §)-preferences (e.g. Phelps and Pollak 1968) is
another special case, where p(0) = 1 and p(¢) = B§' forall r > 1.

The flow utility in period ¢ depends on an endogenous state, ¢;, that indicates if
product ¢; = j has been adopted prior to ¢ or if no product has been adopted yet,
t; = 0. To simplify the notation we do not explicitly incorporate the state ¢ as an
argument in the utility function, but instead we let u j (x) be the flow utility when no
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product has been adopted yet, and we let u“;(x) denote the flow utility from using
product j if this product has been adopted previously. We normalize the flow utility
prior to a purchase decision: ug(x) = 0. Then the choice-specific value in period 0
from adopting product j in period ¢ is given by

T

Vi) = puj(e) + Y pl)ut(x) + wj(xr).
s=t+1

where w;(x7) is the continuation value from owning product j beyond period T.
Here we assume that the subjects believe that x; follows a Markov process. Hence, x7
contains all the information to predict the value of delaying the product adoption until
some period ¢ > T. The choice-specific value from delaying the adoption decision
beyond period T is vo(x) = wo(x7). If the subjects are myopic, p(t) = 0 for all
t > 0, then we assume that w;(x7) = wo(xr) = 0.

We assume that the stated choice maximizes the subject’s utility. The utility from
choice (j, t) is given by vj,(x;) + €j;, where €, is a latent utility component. €
denotes the latent utility component from the reference alternative. Then for a given
sequence of states x € X the conditional choice probability of choice (j, t) is

0ji(x) = Pr{v;; (x)+€;; > vis (¥)+exs and v (X)+€jr = vo(x)+eo  V(k,5) # (j, D}

The CCP of choosing 0 is defined analogously.

Because the future states up to period 7 are given to the subjects in our survey
design, and because we assume that consumers observe the latent utility terms, we
have a model of choice under perfect foresight. This model can be analyzed as a
multinomial discrete choice model, and no dynamic programming techniques are
needed.

3.2 Identification: Preliminaries

We assume that the distribution of the latent utility terms, € = (€jq, ..., €JT, €0),
has a density p(e) with respect to the Lebesgue measure and support equal to RY*1,
We also assume that this distribution is known. Then for any given sequence of states
x € X we can invert the CCPs o(x) = (o19(x),...,0y7(x), 0p(x)) to infer the
choice-specific value function differences

vjr(x) = vjr(x) — vo(x)
T
pOuj(x) + Y puixs) + (@i(xr) — wolxr)).  (3)
s=t+1

The continuation values w;(x7) and wo(x7) are endogenous objects and depend on
how the subjects incorporate expectations about utilities beyond period T into their
stated choices. Our identification approach assumes that w; and wo depend only on
the state in the final survey period, x7, and that w (x7) = wo(x7) = 0 if the subjects

@ Springer



The joint identification of utility and discount functions 341

are myopic. Otherwise we make no assumptions on how these values are formed. Our
strategy employs pairs of sequences of states x and x’ such that x7 = x7.. Define

Ai(j, x,x") = 0ji(x) — Uj 1k (x)
T

pOuUjx) + Y pl)uixs)

s=t+1

T

— PG +buj )+ Y, peuiG) |- “
s=t+k+1

A (j, x, x') is the difference in values between adopting product j in period ¢ ver-
sus period 7 + k given states x and x’. The assumption x7 = x/. ensures that this
difference does not depend on the continuation values, w;(x7) and w(x7).

For the identification results below we assume that the CCPs o (x) are observed
without error for x € B C X, where B is a specifically chosen subset of sequences
of states. For any x, x’ € B we can then infer A (J, x, x7).

3.3 Identification of the discount function p(¢)

Assume that there are two states, X and x’, such that u;(X) # u;(x) for some j.
Choose two sequences of states, x and x’, such that x; = X and x; = x’ for some
period ¢ > 0. In all other periods s # ¢ the states are identical, x; = x. Then

Awo(j.x, x") = p(0) [uj(x) —u;(&)].

Similarly find two sequences ¥ and ¥’ with identical states apart from period 0, where
% = x and X; = x’. Then Ag(j, ¥, X") = u;(X) — u;(x') because p(0) = 1. By
assumption u ; (X) — uj(x’) # 0, and hence

Alo(jv X, x/)

p(t) = (&)

Aoo(j, %, &)
Therefore, because the right-hand side in Eq. 5 is a function of the observed CCP’s,
p(t) is identified. This proves the following Proposition:

Proposition 2 Assume that uj(x) is not constant in x for some j. Then p(t) is
identified for allt < T.

The intuition behind the identification strategy is as follows. Our sampling design
allows us to present the subjects with the choice of adopting a product in period t
at two different states X, and x., while holding the states in all other periods s # ©
constant. The observed difference in the CCPs allows us to infer the difference in
the present value from adopting at either of the two states. The ratio of the present
value differences at time t = ¢ > 0 versus T = 0 must then be equal to the discount
factor p(¢). For example, we could present the subjects with a price cut of the same
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magnitude now or in period ¢ > 0. If the inferred difference in adoption values in the
two periods is identical it means that the subjects do not discount future utilities at ¢,
p(t) = 1. If, on the other hand, the value difference from the future price cut is only
a fraction r < 1 of the current value difference, it means that p(¢) = r.

A key assumption in Proposition 2 is that u j (x) is stationary in the sense that the
utility from choosing alternative j depends only on the state, but not generally on the
period in which the adoption decision is made. Indeed, if the utility function changed
over time we would not be able to distinguish discounting from changes in product
preferences.

Finally, we also note that the normalization uo(x) = O or any other normalization
of up(x) is not necessary for Proposition 2.

3.4 Identification of the utility functions

Based on Proposition 2 we can take the discount factors p(¢) as given forall t < T.
If the subjects are myopic, p(¢) = 0 for all ¢ > 0, then it follows from Eq. 3 and the
assumption that w;(x) = wp(x) = 0 that

vjo(x) = uj(xp).

Hence, u j(x) is identified. u“;(x) is not identified, but knowledge of the future util-
ity from owning the product is irrelevant to predict the product choices of myopic
consumers.

We now focus on the non-trivial case where the subjects are forward-looking. We
first state two assumptions.

Assumption 1 p(#p) > Oand p(t;) < 1 forsome ty, 11 > 0,19,1; < T.
Assumption 2 For each choice j # 0 there is a state ¥/) such u}f(i(«i )y =0.

Assumption 1 is innocuous and rules out that the discount function is constant,
p(t) = 1 for all . To motivate assumption 2, consider the case where the state
x consists of two components x = (g, n). z denotes states affecting utility at the
time of adoption, such as the product price, and n = (ny,...,n;) € R’*L denotes
states relevant to the use of the product, such as software titles. Let total utility
be additive in the purchase utility and the product usage utility. Then u;(z,n) =
gj(@) + hj(n) and u“;(z,n) = hj(n). In this case it is natural to assume that
hjni,...,nj_1,0,n41,...,ny) =0, i.e. the usage utility of the product is zero if
no movie titles are available.

Given Assumptions 1 and 2 the utility functions are identified. To see this, consider
two sequences x, x’ that only differ at time 7y. Also, xt/0 = 1), such that uj (x,’o) =0.
Then, for ¢t < 1y,

Aro(, . %) = p(i0) (1 (ary) — 15 (xp)) = p (o)’ (xig).
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Because p(fy) > 0 is known u“;(x) is identified. Now consider sequences x, x’ such
that xg = xt/l = x. Then

T T
Aoy (G, %, x7) = (p(0) = p(t))u; (R) + | Y p)ul(x) = D plo)u(x))
s=1 s=t1+1

All terms in this expression apart from u ; (X) are known, and hence u ; (X) is identified
given that p(0) — p(¢;) = 1 — p(#;) # 0 by Assumption 1.

Proposition 3 Suppose the conditions in Proposition 2 are met such that the discount
function p(t) is identified for t < T, and that assumptions 1 and 2 hold. Then u j(x)
and ujf(x) are identified.

We show in Appendix A that in the important case of infinite horizon geometric
discounting the utility functions u;(x) and u“;(x) are not separately identified. In
particular, we can always increase the level of u;(x) by an arbitrary amount and
correspondingly reduce the level of ujf(x) such that the choice-specific value from
adopting product j in any period ¢ remains unchanged. In this case, identification of
the utilities can only be achieved using a normalization such as in Proposition 3.

Below we provide an alternative condition under which the utility functions are
identified without the normalization assumption above:

Proposition 4 Define the matrix

t+k
A D = | PO—PC+R) D sy 1 P(8)
(k. D) [p(t)—p(t+l) 222i+1p(s)

for some t < T — 2 and positive integers k # | such thatk,l < T —t. If A;(k, 1) is
invertible, then u j(x) and u}f(x) are identified.

The proof of this Proposition is provided in Appendix A. As we also show there,
the invertibility condition is not satisfied for the case of geometric discounting, but it
is satisfied for hyperbolic discounting with (8, §)-preferences.

3.5 Discussion

Propositions 2—4 clearly indicate the variation in the data that is needed to identify
the discount function p(¢) and the utilities u;(x). This variation is created by the
states x = (xg, ..., x7) € B and is entirely under the control of the researcher. Our
results also indicate the data requirement for the joint identification of the discount
and utility functions. We need to present the subjects only with a small subset of all
possible sequences of states x € X. To see this, suppose that the state space X is
finite and that it contains K elements. Then | X| = K7 *!, and the number of possible
sequences of states rises exponentially in 7. However, the proof of Proposition 2
shows that we only need information on the CCPs at 2 - (T + 1) sequences of states
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to identify the discount function p(¢) for ¢+ < T. The proof of Proposition 3 shows
that we can infer the utility functions u ; (x) and ujf(x) from the CCPs at 4 - K state
sequences. Thus, the discount and utility functions are identified from 2-(T+1)+4-K
CCPs. In particular, the data requirement for identification of the utility functions
rises only linearly, not exponentially in K .5

The assumptions about the latent utility terms are less innocuous. Our model
assumes that the subjects observe all current and future €, terms (and €o) at the time
when the survey is administered. This assumption allows us to analyze the stated
choices as a multinomial choice model with a specific structure on the adoption val-
ues due to discounting. An alternative assumption would be that the subjects might
face uncertainty over the future latent utility terms and incorporate this uncertainty
into their stated choice. Generally, the treatment and interpretation of the economet-
ric error term in a discrete choice model is of great importance, but the assumptions
in the extant literature are largely based on internal consistency (Rust 1987, 1994)
and convenience, not on prior empirical work establishing how to best account for
these error terms. In this sense, the assumptions made in this paper are not more
arbitrary than the assumptions in prior work. We view an exploration of alternative
assumptions on the error term to be of great importance, but beyond the scope of this
paper.

Our approach controls for the role of expectations in dynamic decision-making by
providing the subjects with a forecast of the sequence of future states. A much more
ambitious task would consist of estimating the process by which the subjects form
expectations about the future. This is also a topic of great importance that is beyond
the scope of this paper.

3.6 Alternative approaches to achieve identification of discount factors

Exclusion restrictions Suppose that the state space X is discrete, and that there are
two states x, 7# xp such that uj(x,) = u;j(xp) for all j € A but p(x|xs, k) #
p(x’|xp, k) for some choice k. x, and x;, provide variation that does not affect cur-
rent utilities but affects future payoffs through its impact on the state transitions.
Fang and Wang (2013) present a theorem stating that, under these assumptions, the
discount parameters in a hyperbolic model with (8, §)-preferences are identified. A
similar claim is often attributed to Magnac and Thesmar (2002). Their paper, how-
ever, provides an exclusion restriction that is based on the “current value function,”
which has no economic content and is in general (in the infinite horizon case)’ not
a model primitive but requires knowledge of the solution of the dynamic discrete
choice model.

SThis question regarding the data requirement is different from the question of how difficult it is for the
subjects to understand and process our survey design compared to a static conjoint design.

The statement in Fang and Wang (2013) is actually somewhat more general and also allows for iden-
tification of a third parameter that indicates the extent to which a decision maker anticipates her future
present-bias.

7Magnac and Thesmar (2002) only discuss the finite horizon case.
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The exclusion restriction approach and our method are similar in that both
approaches achieve identification of the discount factor (function) by varying a com-
ponent of the choice-specific value function at a specific point in time while holding
the other components of the choice-specific value function fixed. However, in our
conjoint design we achieve such variation without a state variable that is excluded
from the utility function. This is important in the case of durable goods adoption deci-
sions because it will be difficult to find a state variable that satisfies the exclusion
restriction. States that we typically observe include prices, the availability of comple-
mentary goods, and product qualities. None of these variables are generally excluded
from the utility functions.

Identification based on data with static and dynamic choices Another approach,
proposed in Yao et al. (2012), utilizes data where consumers are observed in two dif-
ferent choice situations. In both situations the consumers have the same preferences.
However, in one situation choices are made dynamically, while in the other situation
current choices do not affect future payoffs such that static decision making is opti-
mal. The paper presents an example where mobile phone customers were initially
on a linear usage plan and then later switched to a three-part tariff. Optimal deci-
sion making (placing and accepting calls) is static under the linear plan but dynamic
under the three-part tariff. Finite-horizon choice problems provide a similar context
because decision-making in the terminal period is static. For the case of continuous
controls Yao et al. (2012) prove that geometric discount factors are identified from
data with this specific structure. No proof is provided for discrete choices, although it
seems plausible that the identification argument would also hold in this more general
context.

This is also a promising approach, but unlikely to be applicable to the case
of durable goods adoption decisions. The adoption of a durable good always has
dynamic consequences, both because current product adoption affects future utility
flows and because there is an option value from delaying adoption unless the market
is completely “static” in the sense that prices, the available products and qualities,
etc., never change over time.

4 Survey and data
4.1 Survey design

We designed two surveys to elicit adoption decisions for Blu-ray players. At the
time the surveys were conducted, Blu-ray was a nascent technology providing high-
definition video. Blu-ray had just won a standards war against the competing HD
DVD format and received much attention in the press. Thus, the technology was
likely of interest to many survey participants, making this a good context in which
to to implement and illustrate the sampling mechanism described in the previous
section. The two surveys differ in the complexity of the choice tasks faced by the sub-
jects. Below we provide a summary of the surveys. Additional details are contained
in Appendix B.
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In several introductory screens, we first give the subjects an overview of the Blu-
ray technology and compare the benefits of Blu-ray over regular DVD movies. We
then present the subjects with the choice tasks. Figure 1 shows a screen in the first
survey. The screen provides the subjects with information about the evolution of
prices for a medium quality Blu-ray player from March 2009 (referred to as “Now”
on the screen) to December 2011. We ask the subjects if and when they would adopt
the Blu-ray player. Subjects can choose the “Will not buy” option which indicates
that either they will never buy the Blu-ray player or that they might buy the Blu-ray
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The graph below shows the current price of a Blu-ray player and industry predictions of future Blu-ray player
prices (the predictions are annual until 2011).

Remember the predicted number of Blu-ray movie titles available --- Now: 1,200; Dec. 2009: 2,300; Dec. 2010:
4,500; Dec. 2011: 9,000.

Forecast: Blu-ray Player Prices
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Given the current price and future predictions, what is the earliest you would buy a Blu-ray player?

Now December 2009 | December 2010 | December 2011 Will not buy
Blu-ray = = A a
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For any technical queries please e-mail MarketTools Help-Desk
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Fig. 1 Survey screen: Base scenario. The figure shows a sample base choice task from survey 1. The
screen lists the number of titles available over time, provides a forecast of the Blu-ray player prices over

time, and allows subjects to choose the time of Blu-ray player adoption
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player after December 2011. On each screen, we remind the subjects of the number
of Blu-ray movie titles available in each period. In the first survey, the number of
titles remains the same across choice tasks.

In the second survey, the subjects choose among two Blu-ray player brands (Sony
and Samsung). The left-hand side of the screen (Fig. 2) provides the subjects with
information about the evolution of prices for the two brands from “Now” (December
2008) to December 2012. The right-hand side of the screen provides corresponding
information on the number of available Blu-ray movie titles. We ask the subjects
if and when they would adopt one of the available players. In addition, we asked
the subjects several survey questions about their socio-demographic traits and their
attitudes towards HD technology.

The subjects in these conjoint experiments face a complex task and need to pro-
cess a large amount of information. For this reason, we do not vary all product
attributes (current and future prices and movie titles) simultaneously across choice
tasks. Instead, we vary one factor at a time. The survey consists of two or more blocks.
Blocks are randomly assigned to the subjects. The first screen in each block presents
a particular base scenario (Fig. 1), defined by a sequence of prices and the number of
movie titles. In the subsequent screens, we randomly vary current or future product
prices in one time period only. For example, Fig. 3 shows a screen where the price
of a medium quality Blu-ray player in December 2009 is lower than in the base sce-
nario in Fig. 1, while all other prices remain constant. In the second survey (Fig. 2),
we also vary the number of movie titles (in at most two time periods) across screens.
Across different blocks, we vary the sequence of prices in all time periods, and, in
survey two, we also vary the sequence of movie titles.

The particular design features of our survey can also capture how the subjects
change their adoption timing decisions in response to future price or title changes
within a given choice scenario. This allows us to conduct simple, model-free tests of
forward-looking behavior, which we discuss in Section 5.

4.2 Data description

The data were collected using the online panel of Market Tools, Inc, a national mar-
ket research company. The panel is meant to represent the US population and is used
by many large companies such as Canon. Tables 1 and 2 summarize the survey. We
conducted survey 1 in February 2009, capturing the responses of 1000 subjects.®
A fraction was randomly sampled from the Market Tools panel, while the remain-
ing fraction was obtained using oversampling based on expressed interest in high
definition (HD) products. We oversampled on HD interest to ensure that our sam-
ple would contain sufficiently many potential costumers for the Blu-Ray technology.
Each respondent was exposed to two blocks and answered four questions in each
block, resulting in 8,000 choices. We conducted survey 2 in November 2008. 505
respondents completed the survey. Again, we selected a fraction of the respondents

8The sampling was conducted to ensure that the age distribution of the respondents matched the
corresponding distribution in the U.S. population.
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The graphs below display industry predictions of the future purchase prices and the future number of available
movie titles for the Sony and Samsung Blu-ray players. These predictions are annual for 2008 through 2012. The
graphs also list the current prices and current number of movie titles (common to both) available.

Forecast: Prices Forecast: Number of Movie Titles
Q 399
84
¥ . 8 12000
o34 S [ ]
S 299
24
0 299. .
= [ ] 229 8o
2g 29 S g £ 7500
881 209 °° 2@ [ ]
S @'%° 5
b
159 3
<] €
S n
= 9 109 28 3700
i=]
<
1800
—— : ; : 750)2%%g @
100‘2; «,,00‘a %@9 7,0\0 7_6\\ 'Lo\"’ ®
0% ¥ et o o o ©
——— r
© 2 2 o A 1
NI o o o\
o Sony L J Samsung 0?,‘})\)(\3 O@cl Oacl o T

Given the current prices and movie availability along with their respective predictions, what is the earliest you would
buy either of these Blu-ray players?

December December | December | December | December
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For any technical queries please e-mail MarketTools Help-Desk

Fig. 2 Base screen in second survey. The figure shows a sample base choice task from survey 2. The
screen provides a forecast of the Sony and Samsung Blu-ray player prices over time, a forecast of the
number of titles available over time, and allows subjects to choose the time of adoption and brand of
Blu-ray player

using random sampling and the remaining fraction based on expressed interest in HD
products. Each respondent was exposed to either two or three blocks and answered
six questions in each block, resulting in a data set of 6,576 choices. We ensured that
there was no overlap in the subjects sampled across the two experiments. Table 3
shows the distribution of the demographics and other attributes across the subjects in
both studies. Due to the oversampling scheme employed, 77 % of respondents in the
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Suppose the industry predictions are revised for Dec. 2009. The predicted price of a Blu-ray player in Dec.
2009 is $179 (was $229 in the original prediction). The predicted prices in all other periods are the same as in
the original scenario.

Remember the predicted number of Blu-ray movie titles available --- Now: 1,200; Dec. 2009: 2,300; Dec. 2010:
4,500; Dec. 2011: 9,000.
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Fig. 3 Survey screen: Price decrease in December 2009 relative to base scenario. The figure shows a
subsequent sample choice task from survey 1. The subsequent choice tasks differ relative to the base screen
(shown in Fig. 1) in the variation in prices over time

first survey and 82 % of respondents in the second survey expressed interest in high
definition products.

Tables 1 and 2 also report the distribution of the modal choices across subjects.
The data reveal a generally high purchase intent for a Blu-ray player—only 18 %
of subjects in survey 1 and 17 % of subjects in survey 2 most frequently choose
“Will not buy.” We observe subjects with modes in all survey periods, but overall the
modal choices are concentrated in the last two periods in survey 1 and the middle two
periods in survey 2.
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Table 1 Survey 1 Description

Survey Overview

Price variation over time

Across subjects Yes

Within subjects Yes
Variation in no. of titles over time

Across subjects No

Within subjects Yes
Adoption decision Only inter-temporal choice
No. products (brands) 1

No. of survey time periods

Total no. of choices(*)

Survey Summary

No. subjects 1,000
No. blocks per subject 2
No. questions per block (including baseline) 4
No. of price manipulations 3
No. of title manipulations 0
Total number of choices in data 8,000

Distribution of Choices

Mar-09 3%
Dec-09 11 %
Dec-10 27 %
Dec-11 41 %
Will not buy 19 %

Modal Choices

Mar-09 2%
Dec-09 11 %
Dec-10 28 %
Dec-11 41 %
Will not buy 18 %

Number of distinct choices

1 36.5 %
2 48.3 %
3 14.2 %
4 0.7 %
5 0.3 %

The table summarizes the prices and titles variation over time, both within and across subjects, in survey 1.
Additionally, the table summarizes the survey data and reports the distribution of choices, modal choices
and the number of distinct choices made by subjects in survey 1
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Table 2 Survey 2 Description

Survey Overview

Price variation over time
Across subjects
Within subjects

Variation in no. of titles over time
Across subjects
Within subjects

Adoption decision

No. products (brands)

No. of survey time periods

Total no. of choices(*)

Survey Summary
No. subjects
No. blocks per subject
No. questions per block (including baseline)
No. of price manipulations
No. of title manipulations

Total number of choices in data

Distribution of Choices
Dec-08
Jun-08
Dec-09
Dec-10
Dec-11
Dec-12
Will not buy

Modal Choices
Dec-08
Jun-08
Dec-09
Dec-10
Dec-11
Dec-12
Will not buy

Number of distinct choices
1

(O VS I S

Yes
Yes

Yes

Yes

Inter-temporal and brand choice
2

6

13

505
20r3

6,576

Sony
3%
4 %
6 %
8 %
5%
5%
18 %

Sony
3%
4 %
9 %
8 %
4 %
5%
17 %

34.3 %
325 %
18.8 %
6.9 %
4.8 %

351

Samsung
2 %
5%
11 %
15 %
9 %
10 %

Samsung
1%
5%
11 %
16 %
7%
9 %
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Table 2 (continued)

6 1.6 %
7 0.8 %
8 0.2 %
9 0.2 %
Number of distinct brands chosen
1 73 %
2 25 %
3 2%
Number of distinct time periods chosen
1 36.8 %
2 339 %
3 19.6 %
4 7.7 %
5 1.2 %
6 0.8 %

The table summarizes the prices and titles variation over time, both within and across subjects, in survey 2.
Additionally, the table summarizes the survey data and reports the distribution of choices, modal choices,
number of distinct choices, and the number of distinct brands and time periods chosen by subjects in
survey 2

Within-subject variation in choices is important to document dynamic adoption
timing patterns in the data (see Section 5) and to estimate consumer heterogeneity.
Tables 1 and 2 show the distributions of the number of distinct choices made by the
subjects. For example, if a subject chooses Sony in December 2009 once, Sony in
December 2010 three times, and “Will not buy” in all other choice tasks, the number
of distinct choices made by that subject is three. The highest possible number of
distinct choices in the first experiment is 5 (4 periods and the “Will not buy” option)
and in the second experiment is 13 (a combination of 2 brands, 6 periods and the
“Will not buy” option). We find that about one third of the subjects never vary their
choice across tasks within a block. In survey 1, 48 % of the subjects make two distinct
choices and 14 % make three distinct choices. In survey 2, we observe 51 % of the
subjects making two or three distinct choices and 12 % making four or five distinct
choices. While 73 % of the subjects always choose the same brand (or the “Will not
buy” option), 63 % make choices in at least two different time periods.

5 Internal consistency of stated choices

In this section, we provide direct evidence for forward-looking consumer behavior
and dynamic adoption timing without resorting to a model that places more structure
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Table 3 Survey Demographics

Survey 1 Survey 2
Number of respondents 1000 505
% Males 49 % 62 %
Interest in HD products? 77 % 82 %
Age Distribution
20-25 8 % 7 %
26-30 12 % 13 %
31-35 16 % 16 %
36-40 11 % 11 %
41-45 11 % 11 %
45+ 43 % 41 %
Ethnicity
White/Caucasian 87 % 84 %
African American 5% 5%
Hispanic 2% 4 %
Asian 4 % 5%
Other 2% 2%
Education Level
Less than high school 1% 0 %
High school 28 % 22 %
College 48 % 50 %
Graduate degree 21 % 24 %
Other 2% 3%
Household Income
Less than $25,000 9 % 10 %
$25,000 - $50,000 28 % 28 %
$50,000 - $75,000 23 % 22 %
$75,000 - $100,000 17 % 16 %
$100,000 - $150,000 9 % 13 %
More than $150,000 5% 4 %
Future Income Expectation
Decrease in near future 14 % 13 %
No change 70 % 68 %
Increase in near future 16 % 19 %
Ownership
TV 92 % 91 %
Satellite/Cable TV 78 % 78 %
DVD player 95 % 92 %
Flat panel 47 % 41 %
Other HD 22 % 23 %
DVR 40 % 37 %

The table reports the distributions of different demographics and ownership status of subjects for both
surveys

@ Springer



354 J.-P. Dubé et al.

on consumer behavior. Our survey design allows us to capture within-subject changes
in the adoption time that directly reveals whether subjects respond to price changes
over time in a rational manner. Suppose a subject is exposed to the price sequence
Py, ..., Pr in the base screen and chooses to adopt the product in period ¢. In each
subsequent task, exactly one of the T + 1 prices increases or decreases. If the subject
is exposed to a price decrease or increase in period ¢, then we classify the observation
as exhibiting a current price increase or decrease. If the subject is exposed to a price
increase or decrease in any period s < #, then we classify the observation as exhibit-
ing a past price increase or decrease. We define future price increases or decreases
in the same manner. Suppose the subject’s indirect utility function is additively sep-
arable across time periods, a standard assumption that we maintained throughout
Sections 2 and 3, and that the per-period utility function is decreasing in the product
price. Rationality then implies that the subject should not change her adoption choice
if the current price decreases. On the other hand, a current price increase is consistent
with any choice, including a change of the adoption time to another period or a switch
to the “will not buy” option. If a past price decreases, rationality implies that the sub-
ject either should not change her choice or should adopt the product earlier, in period
s < t. Conversely, if a future price decreases, the subject either should not change
her choice or should delay the adoption of the product to period s > ¢. However, for
both past and future price increases, the subject should not change her choice.

These predictions only hold if the subject’s preferences do not vary across choice
tasks, i.e. if the random utility terms €, remain constant. Suppose these terms vary
across tasks, for example because the subject makes mistakes. If the mistakes are ran-
dom, then the changes in adoption times across periods should still be systematically
related to the predictions of rational behavior as discussed above.

We first focus on survey 1, where the subjects can only substitute across time,
but not across products (although they can choose the outside option of not buying).
Table 4 shows how the subjects respond to current, past, and future price increases.
Overall, 90 % of all observations are correctly classified, i.e. can be explained by
rationality without having to resort to changes in the error terms, €j;, across tasks.
For a past price decrease, 30 % of the subjects buy the product earlier than indicated
in the base screen, while 7 % buy the product later and 2 % switch to “no buy.”
Conversely, for a past price increase, 5 % buy earlier, 5 % buy later, and 3 % switch
to “no buy.” If there is a future price decrease, 42 % of subjects delay their original
purchase, while 5 % buy earlier and 1 % switch to “no buy.” If there is a future price
increase, on the other hand, 16 % buy later, while 4 % buy earlier and 2 % switch
to “no buy.” Overall, with the exception of future price increases, we see that the
subjects mostly change their adoption times in a manner that is consistent with the
predictions of rational choice.

In survey 2, where the subjects can substitute across brands and across time, we
also find the basic pattern of earlier adoption for past price decreases and later adop-
tion for future price decreases. However, compared to survey 1, a smaller fraction
(84 % of all observations) is correctly classified. A possible reason for this difference
is the higher complexity that the subjects face when processing survey 2, which might
lead to a higher incidence of mistaken choices. In spite of this difference, subjects
still mostly make choices that are consistent with rationality.
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Table 4 Direct Evidence of Forward-Looking Behavior

Current Current Past Past Future Future
Price Price Price Price Price Price

Decrease Increase Decrease Increase Decrease Increase

Survey 1

No. obs. 398 483 960 954 332 311
No change 89 % 18 % 62 % 87 % 53 % 78 %
Buy earlier 7 % 19 % 30 % 5% 5% 4 %
Buy later 3% 36 % 7 % 5% 42 % 16 %
Switch to no buy 1% 28 % 2 % 3% 1% 2 %
Correctly classified 89 % 100 % 92 % 87 % 95 % 78 %
Total correctly classified 90 %

Survey 2

No. obs. 84 44 583 432 40 43
No change 63 % 34 % 63 % 69 % 35% 58 %
Buy same product earlier 7 % 5 % 20 % 8 % 13 % 2 %
Buy same product later 19 % 48 % 7 % 14 % 33 % 33 %
Switch to other product 11 % 11 % 9 % 7 % 20 % 7 %
Switch to no buy 0 % 2 % 2 % 3% 0 % 0 %
Correctly classified 74 % 100 % 92 % 75 % 88 % 65 %
Total correctly classified 84 %

The table provides model free evidence that consumers are forward looking by analyzing internal consis-
tency of choices. The top (bottom) panel reports results from survey 1 (2). For each block of questions, the
columns detail changes in past, current, or future prices (in subsequent choice tasks) relative to the time of
adoption in the base screen/choice task. The rows summarize deviation in choices in the subsequent tasks
relative to the choice made in the base choice task. For each survey, we report the number of observations
in each price scenario (column), distribution of choice deviation patterns by type of price variation, and
the percentage of correctly classified responses. The correctly classified responses are choices which can
be explained by rationality, without having to resort to changes in error terms, € j;, across tasks

6 Estimation and results
6.1 Adoption model

The empirical model that we fit to the survey data is a special case of the general
dynamic discrete choice model outlined in Section 2. The state vector, x; = (P, Ny),
includes the prices of all products considered, P;, and the number of available movie
titles, V;. We present the subjects with predictions of future prices and the number of
available movie titles for the periods + = 0, 1, ..., T. The subjects either state that
they will adopt product j in period + < T, a choice denoted by y = (J, t), or that
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they will not buy any product by period 7', a choice denoted by y = 0. The choice
setis A= {(1,0), (2,0),...,(J = 1,T7),(J, T),0}.
We specify the utility function as follows:

uj(xe) =yj+aPj +n.

y; is the intercept for product j, which includes the consumer’s valuation of all tan-
gible and intangible product attributes. « is the marginal utility of income, and 7, is
the utility derived from watching some (or all) of the available movies from period ¢

onwards:
o

1
N = p (k) (AN).
G k?
The choice-specific value in the survey period, + = 0, from adopting product j in
period ¢ is then given by

wjt(xt) = p(O)(yj +aPjs + ). (6)

The total utility from choice (j, ¢) is @ ;(x;)+¢€;, and the total utility from the choice
of the reference alternative 0 is defined analogously. By assumption, the consumers
anticipate all random utility components, €, for the survey periods ¢ < T, and also
the random utility component for the outside option, €.

Define 8 = (y1, ..., 5, a, A, p(1), ..., p(T)), a vector indicating the subject’s
preferences. The choice-specific values are a function of 6. The consumer adopts
product j in period ¢ if and only if wj,(x;;0) + €jr > wis(xs; 0) + € for all

(k,s) # (j,t) and wj,(x;;0) + €j; > wo(xT; 6) + €. Assuming that the random
utility terms are i.i.d. Type I Extreme Value distributed, consumer choices are given
by a multinomial logit model with T - J 4 1 options, where the adoption probability

of product j in period ¢ is given by
exp(w;r (x1))
exp(@o(x1)) + Yo{_o Y i1 exp(eks (xs))
We allow for preference heterogeneity across subjects. The preferences of sub-
ject h are described by a subject-specific parameter vector, 6;,. The corresponding
choice probabilities describing the behavior of subject 4 are given by Pr{y|x, 6;,}. We
assume that the subject-level parameters are drawn from a normal population distri-

bution: 6, ~ N8, Vy). The priors on the hyper-parameters, 0 and Vj, are specified
as follows:

Pr{y = (j, Dlx, 0} = )

0|Vy ~ N, a"'Vp),
Vo ~ Inverse-Wishart(v, vI).
The parameter choices a = 1/16 and v = dim(6) + 3 ensure proper but very diffuse
prior settings. We estimate the model using a hybrid MCMC approach with a cus-
tomized Metropolis step as discussed in Rossi et al. (2005) (Chapter 5) and applied
in Dubé et al. (2009).

6.2 Comparison models

We estimate the model specification above assuming geometric discounting, p(¢) =
8!. This model is the dynamic analog of the multinomial logit (MNL) model, and
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we refer to it as the Dynamic MNL model. To assess the role of discounting, we also
estimate several alternative specifications that modify some of the assumptions of the
baseline Dynamic MNL model.

The Dynamic MNL model nests the case of consumer myopia as a special case:
8y = 0. For the purposes of comparison, we separately estimate a model in which the
subjects are fully myopic and refer to it as the Current Adoption MNL model. In this
model, the choice-specific value from product adoption in the current period, ¢ = 0,
is given by

wjo(xo) = yj +aPjo+ ANy,

and wj;(x;) =0 forallz > 0.

The second comparison model, the MNL model, is a standard multinomial logit
model in which the inter-temporal choice aspect of durable goods product adoption
is absent. Thus,

wji(x)) = yj +aPj + AN,

for all periods = 0, ..., T. This model is equivalent to the case where the consumer
has a discount factor of § = 1 for all future adoption values and a separate discount
factor of § = 0 on the expected future utility from watching movies. This specifi-
cation captures the typical approach to conjoint modeling of durable goods adoption
decisions used by marketing research practitioners.

We also estimate a third specification for comparison, the Dynamic MNL with
Hyperbolic Discounting model, to test whether consumers exhibit a preference for
immediate rewards (see Frederick et al. 2002 for examples). Following a specification
that is widely used in the literature, we parametrize the discount function using the
specification of Phelps and Pollak (1968): p(0) = 1 and p(¢) = B8’ fort > 0. The
parameter f reflects a “present-bias” or inherent preference for immediacy if 8 < 1,
which is a priori plausible for products such as consumer electronics. § is the standard
long-run discount factor. This specification nests the baseline Dynamic MNL model
with geometric discounting when 8 = 1.

We initially estimate all four model specifications using the assumption that the
value from not adopting by period 7 is 0, wp(x7) = 0. Later, we conduct a sensitivity
analysis to check the robustness of our results to this assumption. We also restrict the
parameters § and B to lie between 0 and 1. We impose this restriction by expressing
the parameters using a logistic transformation based on an unrestricted parameter.
For example, we estimate § and express the corresponding geometric discount factor
as d = exp(S)/(l + exp(S)).

6.3 Estimation strategy

The results in Section 3 show that the discount and utility functions are non-
parametrically identified from the data generated by our sampling mechanism for the
case of homogeneous utility parameters.

The extension of these identification results to the case of heterogeneous utility
parameters requires no additional assumptions beyond those typically used for the
case of a standard, static discrete choice model. Therefore, the conditions required

@ Springer



358 J.-P. Dubé et al.

to identify the heterogeneous analog of our adoption model are the same as in the
extant choice modeling literature. For a long panel with a large number of observa-
tions per individual, we could estimate separate utility functions for each individual.
In practice, researchers typically do not have access to a long panel and, instead,
have to resort to pooling observations from different cross-sectional units. Under
pooling, each subject’s parameter vector, 6, is assumed to be drawn from a popula-
tion distribution, F(0). Fox et al. (2012) provide conditions for the non-parametric
identification of F'(0) using a random coefficients logit model estimated with purely
cross-sectional data. Identification requires the assumptions that the random utility
terms are additive and Type I Extreme Value distributed, that utility has the form
uj(x;0p) = g(xT6y,), and that the state variables are continuous. Other approaches
exist to obtain non-parametric identification of a discrete choice model with unob-
served heterogeneity (see the survey by Matzkin 2007 for some of the early work in
this area, as well as Briesch et al. 2010). However, these approaches do not typically
nest the random coefficients logit specification that we estimate herein.

6.4 Results

For each of the two surveys, we compare results for the four model specifica-
tions: Dynamic MNL, Current Adoption MNL, MNL, and Dynamic MNL with
Hyperbolic Discounting. For each model we report results for homogeneous prefer-
ences and heterogeneous preferences with normally distributed taste parameters. We
report quantiles of the posterior distribution of the population parameters to assess
the parameter magnitudes and precisions. We use the Newton and Raftery (1994)
approach to compute the log marginal likelihood of each model. To address poten-
tial overflow concerns, we also report the trimmed marginal likelihood, dropping the
upper and lower 2.5 percentile draws. Comparing log marginal likelihoods across
models is equivalent to computing a Bayes factor to assess relative posterior model
fit (see Rossi et al. 2005).

Survey 1 In survey 1, we focus on a simple choice context where subjects choose if
and when to adopt a single Blu-ray player of medium or average quality. Our goal
is to test whether subjects are forward-looking and the extent to which they discount
future consumption. To keep the survey simple, we do not vary the number of Blu-
ray movies across tasks (although the number of movies as reported to the subjects
varies across periods). Hence, we do not attempt to estimate the value of watching
movies. Instead, we estimate a period-specific intercept to control for the effect of
movie titles on choices. Below, in survey 2, we will explicitly consider the effect of
movie availability on adoption choices. Results for the four model specifications are
reported in Table 5. Note that we estimate the sign of the price coefficient, «, freely.

Comparing the log marginal densities of the four models we see that controlling
for between-subject heterogeneity strongly increases the model fit. Hence, below we
will only focus on the estimates for heterogeneous preferences.

The Dynamic MNL specification fits better than the two comparison models, Cur-
rent Adoption MNL and MNL, that do not account for dynamic adoption timing. This
is of course consistent with the model-free evidence for forward-looking adoption
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Table 5 Survey 1: Model Estimates

Homogeneous Tastes

25% 50 %
Dynamic MNL Model
Vi 6.58  7.05
V2 627  6.65
V3 580  6.08
Va4 448  4.68
Price (@) —-3.14 =297
Discount (8) 451  9.58
Log marginal likelihood
Trimmed log m. 1.
Current Adoption Model
Y1 —220 -1.93
Price () —36.59 —22.08
Log marginal likelihood
Trimmed log m. 1.
MNL model
Vi 6.56  7.04
2] 629  6.64
V3 578  6.06
Vi 448  4.67
Price («) —-3.12 -2.97

Log marginal likelihood
Trimmed log m. 1.

Heterogeneous Tastes

Dynamic MNL with Hyperbolic Discounting

Y1 6.57
» 6.25
3 5.74
va 4.47
Price (@) —3.14
Present bias (8) 3.24
Discount (5) 4.39

Log marginal likelihood
Trimmed log m. 1.

7.33
6.83
6.20
4.75
—3.06
7.93
7.89

Pop. mean
97.5 % 25% 50% 975 %
7.53 32.67 38.82 43.23
7.00 31.81 39.47 4455
6.34 32.78 40.88  45.66
4.88 26.94 3429 38.97
—2.81 —22.32 —19.96 —15.87
22.86 0.97 1.15 1.64
—10334.69 —4009.70
—10331.46 —3933.54
—1.65 —735 —5.62 —4.38
—10.99 —113.22 —81.01 —39.37
—12293.19 —11785.32
—12292.01 —11774.41
7.49 14.77 16.99  19.55
6.97 17.70 19.10  20.67
6.33 18.11 19.37  20.89
4.86 14.09 15.03 16.14
—2.81 —-9.75 -9.04 -—-8.38
—10333.08 —4291.01
—10331.39 —4216.51
7.50 25.53 36.07 41.54
7.04 26.43 36.13  41.00
6.41 26.91 37.37 42.39
4.91 21.42 31.40 35.81
—2.80 —20.65 —18.25 —13.02
20.56 5.54 7.49 8.78
14.18 1.02 1.31 2.19
—10334.02 —4065.00
—10331.36 —3998.43

Pop. SD
25% 50 %
14.83  20.00
16.62 2142
1586  21.16
1095 1454
7.51 9.87
0.94 1.06
2.99 3.71
393  10.58
12.27 13.89
11.50 12.87
9.51 10.54
6.17 694
446  5.06
1292 17.35
14.52  19.52
13.37  19.39
8.37 1272
6.12 8.92
1.56  4.02
090 1.04

359

97.5 %

22.72
23.94
23.70
17.07
11.28

1.27

4.62
29.16

15.71
14.36
11.77
7.80
5.76

20.12
22.23
22.47
14.53
10.19

5.02

1.52

The table summarizes the parameter estimates from different models estimated using the survey 1 data.
We report estimates from both, the homogeneous and the heterogeneous models. For the homogeneous
model, we report estimates corresponding to the 95 % confidence region along with the median estimate.
For the heterogeneous model, we report the same statistics for both, the mean and the standard deviation
of the distribution of population heterogeneity

behavior presented in Section 5. Since the Dynamic MNL model nests the Cur-
rent Adoption model, a comparison of the log marginal likelihoods provides strong
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evidence against the restriction that consumers are myopic, §;, = 0. Besides improv-
ing the model fit, we also see substantive changes in the estimated preferences if
we allow for dynamic adoption timing. The Dynamic MNL model exhibits a larger
degree of heterogeneity, as can be seen by comparing the population standard devia-
tions of taste parameters across models. The Dynamic MNL model also generates a
posterior distribution on the price coefficient that is centered around a larger (more
negative) value than the benchmark MNL specification.

The Dynamic MNL model has a slightly better fit (based on a comparison of the
log marginal densities) than the Dynamic MNL model with Hyperbolic Discounting,
in spite of the fact that the latter includes one additional free parameter. The distribu-
tion of ,3 , the parameter determining the “present-bias” f = exp(,g) /(1 + exp(,é)),
is centered close to 1 as can be seen in Fig. 4. Therefore, the two models generate
substantively similar behavioral predictions.

Our results provide strong evidence that the consideration of inter-temporal trade-
offs in adoption timing plays an important role in consumer decision-making. In
Fig. 5 we report the distribution of the posterior means of the subjects’ discount fac-
tors. Researchers estimating dynamic discrete choice problems routinely assume that
consumers discount the future with a common discount factor corresponding to some
aggregate interest rate or asset return. For annual decision-making, this assumption
would imply a discount factor of approximately 0.95 if the interest rate is 5 percent.
However, the estimates in Fig. 5 show that the behavior of the subjects in our survey
is characterized by discount factors that are much smaller than typically assumed.

Posterior Means of Subjects’ Discount Factors

Frequency

400
Il

I T T T T T 1
0.4 0.5 0.6 0.7 0.8 0.9 1.0

Discount Factor
Fig. 4 Survey 1: Distribution of Subjects’ Posterior Means of the Hyperbolic Discount Factor g. The
figure plots a histogram of the posterior means of the subjects’ hyperbolic discount factor estimated using

survey 1 data. The hyperbolic discount factor is a measure of present bias. The horizontal axis indicates
the estimated discount factor and the vertical axis indicates the frequency of subjects
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Posterior Means of Subjects’ Discount Factors
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Fig. 5 Survey 1: Distribution of Subjects’ Posterior Means of the Discount Factor (Dynamic MNL
Model). The figure plots a histogram of the posterior means of the subjects’ discount factors estimated
using survey 1 data. The horizontal axis indicates the estimated discount factor and the vertical axis
indicates the frequency of subjects

The average subject has a discount factor of roughly 0.7, corresponding to an annual
interest rate of 43 %. Moreover, there is a large degree of heterogeneity in discounting
across subjects.

Survey 2 The data from survey 2 allow us to check if the findings regarding dis-
counting and forward-looking adoption behavior are robust to a more complex and
possibly more realistic environment. In survey 2 we add a choice between Blu-ray
players of two leading brands, Sony and Samsung, and we also vary the number of
available movie titles across choice tasks. Results for the four model specifications
are reported in Table 6. Our basic findings are consistent with those from survey 1.
In particular, allowing for preference heterogeneity strongly improves the model fit,
and the Dynamic MNL model fits much better than the two comparison models that
do not allow for dynamic adoption timing.

We see the importance of allowing for an unrestricted discount factor even more
strongly in survey 2. For the Current Adoption MNL and the MNL models the poste-
rior distribution of the coefficient on titles, A, is centered well below zero, implying
that the majority of the subjects prefer fewer available movie titles. However, we
obtain a positive sign on the titles coefficient once we free up the discount fac-
tor parameter in the Dynamic MNL model. Also, as in survey 1, we find that the
Dynamic MNL model predicts more preference heterogeneity and that the posterior
distribution of the price coefficient is centered around a larger (more negative) value
than for the two models that do not allow for dynamic decision making.
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Table 6 Survey 2: Model Estimates

Homogeneous Tastes

2.5 %

Dynamic MNL Model

YSony 3.50
VSamsung 2.7
Price () —2.43
Titles (1) 0.12
Discount (3) 0.03

Log marginal likelihood

Trimmed log m. 1.

Current Adoption Model

YSony 0.80
YSamsung 0.40
Price () —1.17
Titles (1) —1.11

Log marginal likelihood

Trimmed log m. 1.

MNL Model

VSony 4.57
YSamsung 4.09
Price (@) —1.78
Titles (1) —0.17

Log marginal likelihood

Trimmed log m. 1.

50% 97.5%

4.51 5.59
3.60 447
—-2.18 —1.93
0.18 025
0.16  0.29
—10443.79
—10441.87
2.08 337
1.38 240
—0.84 —-0.48
—-0.60 —0.11
—10827.43
—10826.12
492 524
437  4.64
—-1.67 —1.56
—-0.16 —0.15
—10372.45
—10370.30

Dynamic MNL with Hyperbolic Discounting

YSony 3.67
YSamsung 2.92
Price () —2.42
Titles (1) 0.11
Present bias (5 ) 4.05
Discount (3) 0.06

Log marginal likelihood

Trimmed log m. 1.

456 542
3.61 4.26
—-2.18 —1.93
0.19 025
11.03  24.90
0.16 030
—10444.61
—10441.77

Heterogeneous Tastes

Pop. mean

2.5%

30.66
26.24
—22.98
1.10
0.72

—5.13
—4.05
—6.39
—2.50

29.09

26.40
—11.46
—1.27

26.26
22.81
—23.36
1.10
5.39
0.89

50 %

37.26
31.85
—20.26
1.30
0.88

3.07
1.79
-3.10
—1.23

32.88

29.72
—10.27
—1.13

34.97
29.81
—20.43
1.32
7.02
1.05

97.5 %

45.27
38.40
—18.22
1.52
1.04
—4109.48
—4049.63

12.97

8.62
—0.87

0.27
—10299.89
—10279.34

37.66

33.89
-9.23
—1.00
—4385.77
—4350.95

43.37
36.61
—17.97
1.61
9.84
1.22
—4022.80
—3995.47

J.-P. Dubé et al.

Pop. SD

2.5% 50 %

40.32
34.78
13.71
1.05
0.93

4.14
4.21
1.61
0.86

19.58
16.82
6.47
0.89

43.56
37.84
14.54
1.01
3.61
0.94

45.96
39.55
15.46
1.24
1.05

8.11
7.02
2.68
1.60

22.25
19.22
743
1.00

53.60
46.24
17.19
1.24
4.80
1.06

97.5 %

52.06

44.61
17.79
1.46
1.19

12.01
9.77
4.17
2.46

25.70
21.98
8.48
1.13

61.60
52.71
19.59
1.52
7.23
1.20

The table summarizes the parameter estimates from different models estimated using the survey 2 data.
We report estimates from both, the homogeneous and the heterogeneous models. For the homogeneous
model, we report estimates corresponding to the 95 % confidence region along with the median estimate.
For the heterogeneous model, we report the same statistics for both, the mean and the standard deviation
of the distribution of population heterogeneity

@ Springer



The joint identification of utility and discount functions 363

Posterior Means of Subjects’ Discount Factors
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Fig. 6 Survey 2: Distribution of Subjects’ Posterior Means of the Hyperbolic Discount Factor B. The
figure plots a histogram of the posterior means of the subjects’ hyperbolic discount factor estimated using
survey 2 data. The hyperbolic discount factor is a measure of present bias. The horizontal axis indicates
the estimated discount factor and the vertical axis indicates the frequency of subjects

Unlike in survey 1, the Dynamic MNL model with Hyperbolic Discounting has
a slightly better fit than the Dynamic MNL model. Thus, the comparison of log
marginal likelihoods implies that we reject the parameter restriction 8, = 1. How-
ever, the differences in the estimates for the two models are very small. In Fig. 6, the
distribution of the posterior means of the present-bias parameters 8 has most of its
mass close to 1.

In Fig. 7, we report the distribution of the posterior means of the subjects’ discount
factors. Exactly as in survey 1, the average subject has a discount factor of approx-
imately 0.7, corresponding to an interest rate of 43 %, and we observe considerable
heterogeneity in discounting across the subjects.

We next use the survey questions to explore observable sources of heterogeneity
in preferences and discounting. We take a vector of household variables, Z; and
allow these variables to shift the population means of our utility coefficients in the
first-stage prior:

®O=Zt+U
where u;, ~ N (0, Vp) and © is a matrix with rows 6”. The priors on the hyper-
parameters, ¢ and Vp, are specified as follows:

vec (£|Vg) ~ N(vec (), a"'Vp),
Vg ~ Inverse-Wishart(v, vI).

The vector, Zj,, contains the following demographic variables: I,,4;, = 1 if male (0
else), annual household income in dollars, /;;come = 1 if future income is expected
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Posterior Means of Subjects’ Discount Factors
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Fig. 7 Survey 2: Distribution of Subjects’ Posterior Means of the Discount Factor (Dynamic MNL
Model). The figure plots a histogram of the posterior means of the subjects’ discount factors estimated
using survey 2 data. The horizontal axis indicates the estimated discount factor and the vertical axis
indicates the frequency of subjects

to fall (O else), Jincomer = 1 if future income is expected to rise (0 else). In addi-
tion, we include the attitudinal variables: Iyp7ry = 1 if own an HDTV (0 else),
Ifamitiar = 1 if already familiar with Blu-ray technology (0 else). Each of these
variables is mean-centered and we include an intercept for each taste coefficient.
We report the demographic effects on the means of each of our utility coefficients
in Table 7. In general, we do not find any striking regularities. In particular, none
of our household traits seem to be correlated significantly with the discount factors.
Although not reported herein, we see almost no change in the marginal densities of
the utility coefficients after controlling for Zj,.

6.5 Model fit for assumed discount factors

We already highlighted that researchers estimating dynamic discrete choice problems
using field data typically assume a homogenous value for the discount factor based
on some aggregate interest rate or asset return. We now show how the preference esti-
mates change if a specific, homogenous discount factor is assumed. We re-estimate
the Dynamic MNL model for the discount factors § = 0, 0.2, 0.4, 0.6, 0.8, 0.9 and
report the corresponding posterior model fit of the baseline Dynamic MNL specifi-
cation in Table 8. The discount factors of § = 0.6 and § = 0.8 provide a much better
model fit than § = 0.9, even though the latter more closely corresponds to a realistic
long-run annual interest rate of about 11 percent. A discount factor of § = 0.6 corre-
sponds to an annual interest rate of about 66 percent, indicating a considerable degree
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of impatience. Generally the Dynamic MNL model fits considerably better than any
of the assumed, homogenous discount factor models. Although not reported, we also
find that restricting the discount factor to a fixed value results in an upward bias in
the degree of heterogeneity in the model parameters.

6.6 Some tentative managerial implications

In Table 9, we report the estimated correlation matrix for the population distribution
of the taste parameters. We observe a strong negative correlation between § (recall
that § = exp(g) /(1 + exp(g))) and the price coefficient. Thus, higher patience (i.e.
a larger discount parameter) is associated with higher price sensitivity (i.e. a larger
price coefficient in absolute value). To a lesser extent, we also observe a negative
correlation between the discount parameter and the titles coefficient, implying that
subjects with a relatively low utility from titles exhibit more patience. Both these cor-
relations have interesting managerial implications. Suppose a monopolist was selling
a Blu-Ray player to this population of consumers. Coase argued that skimming (inter-
temporal price discrimination) would unravel if high willingness-to-pay consumers
could anticipate future price discounts and wait until the price discounts became
available. In the limit case where consumers were perfectly patient (§ = 1), even
a monopolist selling a durable good would lose all market power. As demonstrated
by Nair (2007), if consumers are impatient (§ < 1) price skimming is possible.
But prices and profits decrease for larger values of §. Our findings indicate that
high willingness-to-pay consumers (i.e. those with a low sensitivity to prices and a
high valuation for the number of available titles) are also the most impatient, which
works even more strongly against the Coasean view. We could not have obtained this
insight from an analysis based on field data, as field data do not allow us to distin-
guish between early adoption due to a high intrinsic utility from the product versus
impatience.

6.7 Sensitivity analysis

Period-specific discount factors In Section 3 we showed that the entire discount
function p (¢) is identified using our conjoint design for # < 7. In our baseline model,
the Dynamic MNL, we assumed a geometric discount function with a single param-
eter 8, p(t) = &'. We now allow for a completely unrestricted discount function
with period-specific discount factors p(¢). In Figs. 8 and 9 we report the geometric
discount function along with the unrestricted specification for surveys 1 and 2. For
each period, we plot the mean (across subjects) and corresponding 95 % posterior
credibility interval for p(¢). The period-specific specification implies a higher level
of patience on average. However, the shape of the function looks qualitatively similar
to the geometric discounting model.

Movie consumption after period T We use the study 2 data to explore the sensitivity
of the key results to the assumptions about consumer beliefs after the final period 7 in
the survey. The Dynamic MNL model assumes that N; = Nt for all ¢+ > T. Suppose
we assume instead that subjects only consider movie consumption utility up until 7'
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Table 8 Impact of an assumed discount factor on model fit (Dynamic MNL)

Log Marginal Likelihood

Dynamic MNL —4109.476
§=0 —10292.95
5=02 —5170.171
5=04 —4348.224
§=0.6 —4234.535
§=0.8 —4270.569
§=09 —4309.22

The table compares the log marginal likelihoods from the Dynamic MNL model with alternate specifica-
tions estimated assuming a fixed discount factor

n = Zszt 8K~ (ANy). The posterior fit of this specification is better than that of
our Dynamic MNL. However, the two specifications produce very similar parameter
estimates. For instance, in Fig. 10 we show that the distribution of the discount factor
is statistically indistinguishable from the Dynamic MNL case. Therefore our findings
do not appear to be sensitive to the assumption of consumers obtaining utility from
the availability of movies beyond the last survey period, 7.

Delaying adoption after period T In the model specifications above we assume that
the value from choosing the reference alternative 0 is wo(x7) = 0 regardless of the
value of the state in the final survey period. This assumption would be justified if the
subjects thought of the reference alternative as the choice of never adopting the Blu-
ray technology. We relax this assumption to allow for the possibility that subjects treat
the no-purchase alternative as an option to delay adoption to some period later than

Table 9 Survey 2: Correlation Matrix for Population Distribution of Tastes (Dynamic MNL Model)

YSony VYSamsung Price () Titles (1) Discount ()
YSony 1
(L1
YSamsung 0.93 1
(0.9,0.95) (1,1)
Price (@) —0.90 —-0.92 1
(—0.93,—0.86) (—0.94,—0.88) (1,1)
Titles (1) —0.14 —-0.23 0.12 1
(—0.3,0.01) (—0.38,—0.08) (—0.02,0.29) (1,1)
Discount (S) 0.15 0.23 —0.40 —0.34 1
(—0.01,0.33) (0.06,0.39) (—=0.54,-0.25)  (—0.49,—0.18)  (L,1)

The table reports the correlation matrix (along with the 95 % confidence region) for the population
distribution of preferences from survey 2
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Fig. 8 Period-Specific Discount Function (Study 1). The figure displays the population means and 95 %
credibility regions for both a geometric and fully flexible discount function o (#)
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Fig. 9 Period-Specific Discount Function (Study 2). The figure displays the population means and 95 %
credibility regions for both a geometric and fully flexible discount function p(¢)
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Discount Factor
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Fig. 10 Robustness of the Discount Factor to Value of Titles. The figure displays the pointwise posterior
mean and 90 % credibility region of the marginal density of the discount factor. The results are based on
the Dynamic MNL model. For comparison purposes, we also show the results from the Dynamic MNL
model with no utility from titles after period T

T. For example, a consumer might want to delay the adoption of a Blu-ray player if
she expects that prices decline after period T'. To capture this option value we assume
that the subjects anticipate that they will make sequential adoption decisions beyond
period T according to the dynamic discrete choice model outlined in Section 2. We
restrict the analysis to the case of geometric discounting. The choice-specific values
from adopting product j or delaying the adoption, vi(x;), are then given by Eq. 1.
Thus, at time + = 0 the option value from delaying the adoption decision beyond
period T is given by

wo(xr) = 8T vo(xr) = 871! /k H}laxj}{vk(x) + ex}p(e) p(x|x7)dedx.
€{0,...,

p(x;41]x;) denotes the subjects’ expectations about the evolution of the states beyond
period T'.

We estimate three specifications of the model with delayed adoption. In the first
specification, we assume that the subjects believe that prices remain fixed after period
T, such that P, = Pr for all + > T. In this specification, the benefit from delaying
adoption is due to the option to re-draw the latent utility components, €k, in each
future period. In two additional specifications, we assume that the subjects anticipate
that prices decline until they reach a long-run, constant price level ten periods after
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370 J.-P. Dubé et al.

Table 10 Posterior Fit of the Delayed Adoption Specifications

Models Log Marginal Likelihood
Dynamic MNL —4049.63
Delayed adoption and slow price decline —4066.61
Delayed adoption and fast price decline —4080.11
Delayed adoption and no price decline —4074.31

The table compares the log marginal likelihoods from the Dynamic MNL model with alternate specifica-
tions which allow for delayed adoption and different rates of price decline

T. These two specifications differ in the rate at which prices decline. We hold the
number of available movie titles fixed at Ny = N forallt > T.

In Table 10, we compare the log marginal likelihood of the baseline Dynamic
MNL specification and the three models allowing for delayed adoption. The baseline
specification has a higher posterior fit, and the estimates for the comparison mod-
els are qualitatively similar to the results for the baseline model. For example, in
Fig. 11 we display the distribution of the discount factor, §, for the baseline and com-
parison specifications. The marginal densities for the comparison model discount
factors are largely within the 90 percent pointwise posterior credibility region that

Discount Factor

o B Dynamic MNL model

o ~| B Dynamic MNL with delayed adoption and slow price decline
@ Dynamic MNL with delayed adoption and fast price decline
MW Dynamic MNL with delayed adoption and no price decline

0

@

o

S A

v |

o |

n

©

o

S

T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0

Discount Factor
Fig. 11 Robustness of the Discount Factor to Delayed Adoption. The figure displays the pointwise poste-
rior mean and 90 % credibility region of the marginal density of the discount factor. The results are based

on the Dynamic MNL model. For comparison purposes, we also show results from Dynamic MNL models
with delayed adoption and slow, fast and no price decline
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envelopes the marginal density of the discount factor corresponding to the baseline
model. Only the marginal density corresponding to the model with fast price decline
puts more mass on smaller discount factors. In summary, the main results do not
appear to be sensitive to the assumption on the value from choosing the reference
alternative.

7 Conclusions

The main focus of this paper is methodological. We describe a sampling mechanism
that can be implemented as a conjoint design to capture stated choices across options
within a period and across time. Based on data obtained from this sampling mecha-
nism, the subjects’ discount and utility functions are separately identified. Thus, this
sampling mechanism overcomes a fundamental identification problem for dynamic
discrete choice models when estimated from field data.

Our method is intended to be a practical approach for durable goods demand
estimation when consumers are forward-looking and consider the tradeoff between
buying now or buying at some future date. It should be of interest both to market-
ing researchers studying durable goods adoption and marketing practitioners who use
conjoint studies to plan the launch and other marketing activities for a new durable
good.

We illustrate our approach using two conjoint studies eliciting dynamic adop-
tion choices of Blu-ray players. Both the raw data patterns and the model estimates
reveal that the subjects in our survey make forward-looking adoption choices. How-
ever, the implied discount rates corresponding to the estimated discount factors
are around 43 percent and, thus, are much larger than typically observed asset
returns. At face value, these findings suggest that calibrating discount factors based
on aggregate interest rates or asset returns, a common and, due to the identifi-
cation problem, necessary practice in empirical work estimating dynamic discrete
choice models from field data, may result in biased and misleading preference
estimates. The stated choice data also reveal a large degree of heterogeneity in
the discount rates, again casting doubt on the assumption of a common, homoge-
nous discount factor that is typically used in empirical work based on field data.
These discrepancies between our empirical findings and the usual assumptions in
the literature suggest that more research is needed to determine precisely how con-
sumers discount future consumption utility. We find little evidence for hyperbolic
discounting.

The results from the two studies are insufficient to make general statements about
discounting in other dynamic discrete choice contexts, including but not limited to
durable goods adoption decisions. At a minimum, however, our findings suggest that
discount factors should ideally be estimated, not assumed, and that empirical work
using dynamic discrete choice models would benefit from combining field and survey
data.

Although this paper makes some progress on a fundamental question in market-
ing and economics, many issues are left unresolved. First, using our survey design,
we can estimate current-period preferences and discount functions by “endowing”
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the subjects with deterministic beliefs. That the subjects indeed take these beliefs as
deterministically given is an assumption that we have not tested. In practice, con-
sumers have to form non-deterministic beliefs based on available information. How
consumers form such beliefs is a question of great importance that is largely unre-
solved. Second, the analysis of our stated choice data is based on very specific
assumptions on the latent utility shocks that serve as the econometric error term. The
same is of course true for all discrete choice models. How the utility shocks in our
survey relate to the utility shocks that might influence subjects when making “real
world” decisions is also unresolved. Third, our survey is fairly complex to process,
and this poses the question of how the survey design influences the quality of the
stated choice data. For example, we saw that the incidence of stated choices that are
difficult to rationalize was lower in the simpler survey 1 than in the more complex
survey 2. All three issues are important topics for future research.

Appendix A: Proofs and further results

Proof of Proposition 1 The proof follows Bajari et al. (2009). Define the expected
value function:

v(x) = /Igéa({vk(X)Jer}p(e)dG-

Using the definition of the expected value function, the choice-specific value
functions can be written in simpler form as

vj(x) = uj(x) +8 / v(x) p(xlxe, dx’,

Furthermore, the expected value function satisfies the recursive relationship

o) = / max{oe (x) + e + 3 / v (&) p(x 31, K)dx'} ple)de.
€

Recall that based on the results in Hotz and Miller (1993) and Norets and Takahashi
(2013) we can obtain the choice-specific value function differences

vj(x) = v;(x) — vo(x)
as a function of the CCPs.
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Now re-write the expected value function:
v(x) = f max{vk(x) + e} p(€)de
ke A
= [ maxtieo + ebperde + vo(o). ®)
ke A

Using Eq. 8 and the choice-specific value function differences v;(x) we can express
vo(x) in the following form (remember that ug(x) = 0):

vo(x) = uog(x) +48 f v(x)p(x'|x, 0)dx’

5 / max(i ) + e} p(Op( b, O)dedx’ +3 / 200 p(xJx. 0)dx(9)
€

Note that the first term on the right-hand side of the equation above is known given
p(€), p(x'|x, j), and the CCPs. It is straightforward to show that Eq. 9 satisfies
Blackwell’s conditions and thus defines a contraction mapping with a unique solu-
tion vo(x). Hence, we can infer vg(x) along with all the other choice-specific value
functions:

vj(x) =v;(x) + vo(x).

Given the choice-specific value functions, we can calculate the expected value func-
tion and then infer the utility functions from the equation defining the choice-specific
value functions:

uj(x) =v;x) — S/U(x/)p(x/lx, J)dx.
A.1 Identification for the case of geometric discounting
Consider the specific case of geometric discounting, p() = §’,0 < § < 1. Assume

that the planing horizon is infinite, and that the continuation value from owning
product j is given by

wjx)=E Z 8w (xs)|x

s=T+1

Then the value function from adopting product j in period ¢ is

T )
vjr(x) = 8"uj(x) + Z 8 uk(xs) + E Z 8 u (xg)lxr | - (10)
s=t+1 s=T+1
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Let u;(x) and u*]f(x) be utility functions such that Eq. 10 holds. Choose some arbi-
trary number a € R. Define i (x) = u;(x) 4+ 8a/(1 — &) and ﬁj(x) = uj(x) —a.
Then the value function corresponding to i (x) and ft}‘ (x) is

- da e
Vjr(x) = vj(x) + 8 s~ Z 8%a
s=t+1
— vyt 08 gt @
/I 1-35 1—35

= th(x).

We see that the adoption value is identical regardless of whether the present value
from a usage utility intercept is received at the time of adoption or spread out over all
future usage occasions. This proves the following result:

Proposition 5 Under geometric discounting and an infinite planning horizon the
utility functions u j(x) and ujf(x) are not separately identified.

Now suppose that the planning horizon of the subject is finite, 7 < oo. Then
w;j(x) = wp(x) = 0. Consider a sequence x where x; = x and x; = X fors > r. We
can then infer the value

T
vjr(x) = 8'uj(x) + Z SSui()Z)
s=t+1
t+11 _ sT—t
ST (1 =6 )u*(i)

Similarly, let v;; (x") be the value corresponding to a sequence x” where x, = X and
x; =% fors > 1,7 #t. Then

5T+1

8 vji(x) — 8 Tjr(x) = s

I 5_’)u7(i).

Because 6 — 8" £ Ofort # 1, uj(x) is identified. Identification of u ; (x) then
follows using the same argument used 1n the proof of Proposition 3. We thus see that
although identification of the utility functions is not generally possible under geo-
metric discounting, identification can be achieved if there is some prior knowledge
of w;(x) and wp(x), here given the finite horizon assumption.

A.2 Generalization of the identification conditions

Consider a sequences x such that x; = x forall t <s <t + k. Then

t+k
A (j,x,x) = (p(t) — p(t + k)uj(x) + Z p(s)u’ (%).
s=t+1
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Similarly, define a sequence x’ such that x; = x forallz <s <t + [, # k. Define
the matrix

. 1+k
pt) —p@+1D) Zs:t-H o(s)
If A, (k, I) is invertible, then u ; (x) and uj (x) are identified from the following system

of equations:

pm—pa+@2$ﬁm@)[W@W_'AMLLM]
o) —pt+1) Ziilzﬂ p(s) | Lu;() | Au(, X' x|

In the case of geometric discounting

Ak, 1) =5 [1 e
t\ty = 1 5(1_51)
=96 "5

and we see that A,(k,[) is not invertible. This is expected based on the non-
identification result for the case of geometric discounting (Proposition 5). In general,
however, A;(k,l) will be invertible. For example consider hyperbolic discounting
with (B, 8)-preferences, p(0) = 1 and p(t) = B&’ for all 1 > 1. Then

1—-85 B
1 —B8% B8+ 8% |

The determinant of this matrix is given by:
det(Ao(1,2)) = (/35 1 B8%— p2s% — /3233) - (/35 - /3233)
= B8*(1 — p).
Hence, if 0 < 8 < 1 and § > 0, then det(Ag(1, 2)) # 0 and A, (k, [) is invertible.

Ao(1,2) = [

Appendix B: Survey description

In several introductory screens, we provide subjects information about the Blu-ray
player and the design of the study. The objective of these screens is to educate the
subjects about Blu-ray players and familiarize them with the survey design and the
choice tasks they will encounter. First, we show subjects differences in picture quality
when using a Blu-ray player versus a traditional DVD. We then provide an in-depth
description of the Blu-ray technology. Specifically, we provide the subjects informa-
tion on how the Blu-ray discs and players work, the leading manufacturers of Blu-ray
technology, and similarities between a Blu-ray disc and a traditional DVD. Subjects
are then shown the Blu-ray player they will have the option of choosing across differ-
ent choice tasks. In the first survey, the subjects are told that they have the option of
choosing a mid-high quality Blu-ray player, while in the second survey, they have a
choice between a medium quality player (Samsung) and a state of the art top quality
Blu-ray player (Sony).
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In the subsequent screens, we provide subjects details on how to respond to the
choice tasks and navigate the survey. We ask the subjects about their current Blu-ray
player ownership status and test their understanding of the price (and number of titles)
path over time using graphs from a typical choice task. Based on their responses, sub-
jects are provided feedback about the graphs and the choice tasks to make sure they
understand the trade-offs involved across different choices. Figures 1 and 2 show
typical choice tasks in the first and second survey, respectively. In each choice task,
subjects are provided with the prices (and number of titles) of the Blu-ray player(s)
over four (six) periods. Subjects are told that the prices and number of titles shown
are expert predictions and they should expect to see these prices in the future. Addi-
tionally, they are asked to ignore changes in prices due to inflation. Further details
about the variation in prices and number of titles available across different choice
tasks is present in Section 4.
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